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An improved \three steps" mountain-climb searching (MCS) algorithm is proposed which is ap-
plied to auto-focusing for microscopic imaging accurately and e±ciently. By analyzing the per-
formance of several evaluation functions, the variance function and the Brenner function are
synthesized as a new evaluation function. In the ¯rst step, a self-adaptive step length which is much
dependent on the reciprocal of the evaluation function value at the beginning position of climbing is
used for approaching the halfway up the mountain roughly. Secondly, a ¯xed moderate step length
is applied for approaching the mountaintop of the variance function as closer as possible. Finally, a
¯ne step is employed for reaching the exact mountaintop of the Brenner function. The microscope
auto-focusing experiments based on the proposed algorithm for blood smear detection have been
carried out comprehensively. The results show that the improved algorithm can not only guarantee
the precision to get clear focal images, but also improve the auto-focusing e±ciency.

Keywords: Auto-focusing; evaluation function; mountain-climb searching algorithm; image
processing.

1. Introduction

The microscope focusing technology which plays an
important role in the image measurement and
computer vision is widely used in biological and
medical science.1,2 However, microscope focusing to
obtain image by manual operation has not meet the
demand of precision, e±ciency and instantaneity.
The auto-focusing methods for microscope can be
classi¯ed into the initiative controlling methods
and image processing methods. In the initiative

methods, the focused object must be plane and the
plane must be perpendicular to the optical axis of
the objective, so the object distance can be mea-
sured by additional equipment and focusing can be
adjusted according to the measuring result initia-
tively. In the image processing methods, the focus-
ing is adjusted by the clearness of the captured
image in real-time,3 so the evaluation function to
judge the image clearness is the kernel of these
methods.
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The auto-focusing based on image processing for
microscope is achieved with image acquisition, com-
putation of the image clearness and circuit feedback
control. The image clearness is usually judged by
some evaluation functions. So the key technologies
of auto-focusing for microscope are evaluation func-
tion selection and focal plane searching algorithm.
Recently, several evaluation functions have been
developed such as variance function, Tenengrad
function, energy gradient function, Brenner function
and Entropy function.4–9 An ideal evaluation func-
tion should have good performance of single-peak,
unbiasedness and higher signal to noise ratio.10,11

One of the focal plane searching algorithms is the
mountain-climb searching (MCS) algorithm for its
convenience to implement and easiness to control
the amount of calculation.

The microscopic imaging detection for blood
smear has been the most common and the most
important technique for disease diagnosis. As is well
known, the blood cells mainly consisted of erythro-
cyte, platelet and leukocyte.12 The quantities, types
and morphology of leukocyte are the main impor-
tant features to re°ect the health status. Generally,
more than hundreds of clear 100� leukocyte images
captured by microscope in a blood smear must
be delivered for the doctor to diagnose the disease
e®ectively. But the distribution of leukocyte is
very sparse in a blood smear because the propor-
tion of leukocyte is much smaller than that of
erythrocyte in human peripheral blood. In order to
capture su±cient 100� leukocyte images, hun-
dreds of local regions must be scanned in the blood
smear. Di®erent defocus values at di®erent local
regions will be introduced because of the mechan-
ical errors and motion errors of the object stage
while scanning. Therefore, the real-time auto-fo-
cusing is indispensable and plays an important role
to capture su±cient and clear 100� leukocyte
images. So an improved \three steps" MCS algo-
rithm is proposed to meet the above requirement
of auto-focusing.

2. The Theory of MCS Algorithm

The basic MCS algorithm is as shown in Fig. 1.
Firstly, the climbing direction must be judged by
comparing the evaluation function values of the two
images captured at C0 and C1, if the value at C1 is
bigger than that at C0, the searching direction is
just the climbing direction, otherwise the backward

searching direction is the climbing direction. Then,
we continually compare the evaluation function
values of the current image and the last image
captured at di®erent positions while climbing until
the current value is smaller than the last value
which means the mountaintop has just been cros-
sed. Finally, we search backward with smaller step
length until we ¯nd the mountaintop.13,14 In this
way, the C0-C1-C2-C3-C4-C3 or C1-C0-C1-C2-C3-
C4-C3 climbing track has been left.

This algorithm judges the searching direction by
comparing two images evaluation function values
which is relatively simple and easy to implement.
But in practice, it may go astray from the global
maximum (F5) into the local maximum (F2) due
to the noises in the captured images as shown in
Fig. 2. Song et al. proposed a global maximum
searching algorithm by scanning the whole moun-
tain in advance to mark the position of the rough
global maximum and then approaching the real
global maximum.15 This method obviously will
increase the searching time. Liqun et al. used the
self-adaptive MCS algorithm that can adaptively
adjust the searching range according to di®erent
environmental conditions.16 Although this method
can avoid the searching process falling into the
local maximum, it will increase the search time
as well.

C0

C1

C4

C2

C3

Fig. 1. The theory of the MCS algorithm.

F0

F1

F2

F3

 F4

F5

F6

Fig. 2. The circumstances of false MCS.
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3. The Improved \Three Steps" MCS
Algorithm

In the microscopic imaging detection for blood
smear, the distribution of leukocyte is sparse in a
blood smear because the proportion of leukocyte is
much smaller than that of erythrocyte in human
peripheral blood. Figure 3 shows a captured image
under 10� objective in which only two pieces of
leukocyte (L1 and L2) are mingled in the thousands
of erythrocyte. In order to extract su±cient and
clear region of interest (ROI) leukocyte images in
every blood smear under 100� objective, the auto-
focusing must be operated frequently at di®erent
scanned local regions because of the limited smaller
view ¯eld of CCD camera. So the real-time perfor-
mance plays a most important role in this circum-
stance. The improved \three steps" MCS algorithm
can meet this auto-focusing requirement.

3.1. The evaluation function

In order to ¯nd a proper evaluation function to
achieve fast auto-focusing for microscopic leukocyte
imaging, ¯ve evaluation functions are analyzed
comprehensively. For a captured image I, the var-
iance function Fvar, the Tenengrad function FTen,
the energy gradient function FEne, the Brenner
function FBre and the Entropy function FEnt can be
described by Eqs. (1)–(5) respectively:

u ¼ 1

MN

XM
x¼1

XN
y¼1

Iðx; yÞ

FvarðIÞ ¼
XM
x¼1

XN
y¼1

½Iðx; yÞ � u�2

8>>>><
>>>>:

; ð1Þ

Gxðx; yÞ ¼ Iðx� 1; yþ 1Þ þ 2Iðx; yþ 1Þ
þ Iðxþ 1; yþ 1Þ � Iðx� 1; y� 1Þ
� 2Iðx; y� 1Þ � Iðxþ 1; y� 1Þ

Gyðx; yÞ ¼ Iðx� 1; y� 1Þ þ 2Iðx� 1; yÞ
þ Iðx� 1; yþ 1Þ � Iðxþ 1; y� 1Þ
� 2Iðxþ 1; yÞ � Iðxþ 1; yþ 1Þ

Sðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G2

xðx; yÞ þG2
yðx; yÞ

q

FTenðIÞ ¼
XM
x¼1

XN
y¼1

½Sðx; yÞ�2

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

;

ð2Þ

FEneðIÞ ¼
XM
x¼1

XN
y¼1

f½Iðxþ 1; yÞ � Iðx; yÞ�2

þ ½Iðx; yþ 1Þ � Iðx; yÞ�2g; ð3Þ

FBreðIÞ ¼
XM
x¼1

XN
y¼1

½Iðxþ 2; yÞ � Iðx; yÞ�2; ð4Þ

FEntðIÞ ¼ �
XM
x¼1

XN
y¼1

Iðx; yÞ ln½Iðx; yÞ�; ð5Þ

where the Iðx; yÞ is the gray level intensity of pixel
ðx; yÞ of the image, u represents the average gray
value of the image, N is the total lines and M is the
total pixels per line of the image. Although the values
of the above ¯ve evaluation functions are much dif-
ferent at the same defocus position, by normaliza-
tion, they can be compared in the same condition.
Figure 4 shows the normalized curves of the above
¯ve evaluation functions. Figure 4(a) reveals the
curve tendencies under the 10� objective and so does
the Fig. 4(b) under the 100� objective. By analyzing
Fig. 4, some important information can be extracted:
Firstly, all the ¯ve evaluation function curves have
the same global maximum which is corresponding to
the focal plane though their tendencies are somehow
di®erent. Secondly, Fig. 5 shows the zoom in of A and
B regions in Fig. 4, it reveals that some local max-
imums exist under the halfway of each mountain of
the above ¯ve evaluation function curves objectively
caused by some noises. Thirdly, the tendencies of
Tenengrad function, the energy gradient function
and the Brenner function are similar with higher
sensitivity and narrower region which cannot be used
directly in the blood smear detection auto-focusing
for the wider defocus region caused by the mechani-
cal errors and motion errors of the object stage while
scanning. But the tendencies of the variance function
and the Entropy function are similar with wider

L1

L2 

Fig. 3. One of the captured images in a blood smear under
10� objective.
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region thoughwith a little bit lower sensitivity. So if a
new evaluation function can inherit the higher sen-
sitivity performance of the former three evaluation
functions and the wider region performance of the
later two evaluation functions, it may suitable to
meet the requirements of blood smear detection auto-
focusing with wide region and high sensitivity. In
order to improve the searching speed, many time
consumption experiments of each of the above eval-
uation function for auto-focusing have been done.
Table 1 shows the average time consumption (�t) of
the above ¯ve evaluation functions, the where the �t
of variance function is much shorter than that of
Entropy function, and the �t of Brenner function is
the shortest among those of Tenengrad function, the
energy gradient function and the Brenner function.

Therefore, a new evaluation function synthesized by
variance function and Brenner function has been
established in which the variance function is selected
for a rough mountaintop searching in wide region
and the Brenner function is selected for the real
mountaintop searching in narrow region.

3.2. The selection of step length and the

algorithm implementation

In order to search the real mountaintop as fast as
possible, appropriate climbing step length selection
is very important. Too big step length will lead to
low accurate mountaintop searching or even failing
the mountaintop searching; too small step length
may lead to slow mountaintop searching or even
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Fig. 4. Five normalized evaluation functions with di®erent objectives. (a) The normalized curves under 10� objective and (b) the
normalize curves under 100� objective.
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Fig. 5. The zoom in of di®erent regions in Fig. 4. (a) The zoom in of A region and (b) The zoom in of B region.
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falling into the region with some local maximums
depending on the beginning position of climbing. As
analyzed above, the local maximums are located
under the halfway of mountain, so skipping these
local maximums is a very important gist. If a step
length (step1) while taking the ¯rst step is self-
adaptively variable, it may avoid falling into the re-
gion with some local maximums. The variable step1
must meet the requirements as follows: Firstly, it is
much depended on the beginning position of climb-
ing. The farther away it is from the mountaintop, the
bigger it is and vice versa. Secondly, it must guar-
antee that the rough mountaintop searching would
skip the local maximums and begin at the nearer
mountaintop as possible as it can. Thirdly, it must be
indeed used as judging the e®ective climbing direc-
tion. Having summarized from lots of experiments, it
is found that the step1 is inversely proportional to
the value of variance function FvarðI0Þ by capturing
the image I0 at the beginning position of searching
as follows:

step1 ¼ round ðk=FvarðI0ÞÞ; ð6Þ
where the round() is round-o® operator and the k is a
proper proportion coe±cient which is much depen-
ded on the focused object. Di®erent focused objects
may lead to a little bit change for k. In the micro-
scopic imaging detection for blood smear, there are
¯ve typical types of leukocyte such as neutrophil
(Neu), lymphocyte (Lym), monocyte (Mon), eosin-
ophil (Eos) and basophil (Bas)17,18 as shown in Fig. 6.
The extracted ¯ves types of leukocyte images from
di®erent ROI in a blood smear are analyzed with the
variance function. Figure 7(a) shows that the vari-
ance functions for the ¯ve types of leukocyte images

have the similar tendencies though their values are
di®erent at the same defocus positions, Fig. 7(b)
shows the di®erential of these variance functions,
in Fig. 7(a), it reveals that the ¯ve di®erential cur-
ves nearly overlap and the function values change
sharply when the defocus range is from �8 um to
8 um which means that it is nearly approaching the
mountaintop of the curve, so by analyzing the spe-
ci¯c data in Fig. 7(a), the k value range should be
from 1500 to 1700.

By analyzing above, the improved \three steps"
of the MCS algorithm can be highlighted: Firstly, a
self-adaptive step length (step1) is much dependent
on the reciprocal of the evaluation function value
at the beginning position of climbing and is used
for approaching the halfway mark of the mountain
roughly. Secondly, a ¯xed moderate step length
(step2) is applied for approaching the mountaintop

Table 1. The average time consumption at di®erent evalua-
tion functions (ms).

Functions Variance Tenengrad
Energy
gradient Brenner Entropy

�t 3.09 20.25 3.77 1.47 11.44

(a) (b) (c) (d) (e)

Fig. 6. The ¯ve types of ROI leukocyte images. (a) Neu, (b)
Lym, (c) Mon, (d) Eos and (e) Bas.
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Fig. 7. The variance function and its di®erential at di®erent
ROI. (a) The variance function and (b) The di®erential of the
variance function.
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of the variance function as closer as possible in
the coarse focusing. Finally, a ¯ne step (step3) is
employed for reaching the exact mountaintop of the
Brenner function in the ¯ne focusing.

The fast auto-focusing process °ow chart for the
leukocyte images with the improved \three steps"
MCS algorithm is as shown in Fig. 8. Firstly, it
calculates FvarðI0Þ by capturing the image I0 at the
beginning position of searching with Eq. (1) and the
self-adaptive step1 with Eq. (6). Then it takes a step

with step1 and calculates FvarðIiÞ by capturing the
image Ii at current position. If FvarðIiÞ is bigger
than FvarðI0Þ, the searching direction is just the
climbing direction and the current position is de¯-
nitely up the halfway of mountaintop; otherwise the
searching direction must be changed backward and
the current position may be located up or down the
halfway of the mountain or evenfall into the region
with some local maximums. So a moderate value
�F0 is introduced to judge whether the current

Calculating 
var 0( )F I  and step1 by capturing the image 

0I at 

the beginning position of searching and initializing i=1

var 0 var 0( ) ( ) ?iF I F I F− < ∆

yes 

Take a step with step1 ; calculating 
var ( )iF I by capturing the image 

iI

at current position

START 

var var 0( ) ( )?iF I F I>
Backward to the 

beginning position 

Climb an additional step with 
step1 ; calculating 

var ( )iF I by 

capturing the image
iI at 

current position 

No

No

Yes 

Yes 

Backup the 
var ( )iF I to

be 
var 1( )iF I −

i=i+1

Take a step with step2 ; calculating 
var ( )iF I by capturing the image 

iI

at current position 

var var 1( ) ( )?i iF I F I −>

yes

i=i+1 

Take a step with step3 ; calculating ( )Bre iF I by capturing the image

iI at current position

1( ) ( )?Bre i Bre iF I F I −>

Backward searching
direction 

Take a step with step3 backward 

No

No

END 

Backup the ( )Bre iF I to be

1( )Bre iF I −

Second step: 
Coarse focusing 

Third step: 
Fine focusing

Calculating ( )Bre iF I at current position

First step: 
Direction and local 
maximum judging 

Fig. 8. The auto-focusing °ow chart.
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position is falling into the region with some local
maximums or not and it is also much depended
on the focused object. By analyzing the speci¯c
data in Fig. 7(a), �F0 should be 75. So FvarðI0Þ �
FvarðIiÞ < �F0 reveals that the current position has
fallen into the region with some local maximums.
If it takes an additional step along the climbing
direction with double step1, the current position is
also de¯nitely up the halfway of the mountain. In
this way, the current position has been up the
halfway of the mountain by taking only one or two
steps; Then the current FvarðIiÞ is backed up to be
the last FvarðIi�1Þ and it takes a step with step2 and
calculates the current FvarðIiÞ, by continually com-
paring the current FvarðIiÞ and the last FvarðIi�1Þ
repeatedly until FvarðIiÞ < FvarðIi�1Þ. In this way,
the rough mountaintop has been found as the last
position; in the same way by substituting step3 for
step2 and substituting FBreðIiÞ for FvarðIiÞ, the real
mountaintop can ¯nally be found accurately.

4. Experiment and Analysis

In order to verify the feasibility and validity of the
improved MCS algorithm, lots of auto-focusing
experiments based on the improved MCS algorithm
under di®erent magni¯cation objectives have been
carried out in the microscopic imaging detection for
blood smear.

The experimental system is shown in Fig. 9, an
improved OLYMPUS BX53 microscope which can
realize auto-capturing leukocyte image with a MD55
camera, auto-focusing by driving the electric con-
trolled object stage up and down and auto-scanning

by driving the electric controlled object stage
rightward and leftward or forward and backward
with a three-axis step motor controlling system.

Figures 10–13 have revealed the auto-focusing
processes in detail at di®erent beginning defocus
positions in which the triangle symbols, the rect-
angle symbols and the pentagon symbols present
the three steps of the \three step" MCS algorithm,
respectively.

There are four possible beginning position cir-
cumstances in the auto-focusing. Firstly, the begin-
ning position is near the focal plane with negative
defocus. Figure 10 shows one of the experimental

MD55 camera 

OLYMPUS BX53 
microscope 

Electric controlled
object stage 

Blood smear 

Fig. 9. The auto-focusing system experimental device.

-40 -30 -20 -10 0 10 20 30
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Defocus value (um)

N
or

m
al

iz
ed

 e
va

lu
at

io
n 

fu
nc

tio
n 

va
lu

e

variance
Brenner

1 

6(2,4) 

3 

5 

10(8) 

9 

7 

Fig. 10. The auto-focusing process at the beginning position
of negative defocus near the focal plane.
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Fig. 11. The auto-focusing process at the beginning position
of negative defocus far from the focal plane.
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results under this circumstance. The beginning po-
sition is �9 um near the focal plane. The FvarðI0Þ is
calculated with Eq. (1) to be 205.96 as shown in the
variance function of Neu images in Fig. 7(a), then
the self-adaptive step1 will be ¯gured out to be 8 um
with Eq. (6). By taking a step with step1, the current
position comes to �1 um near the focal plane which
means it is de¯nitely up the halfway of the mountain
and away from the region with many local max-
imums. While the step2 is ¯xed as 4 um, it takes only
four steps to ¯nish searching the rough mountain-
top. While changing step2 to be step3 with 1 um,
it takes only the other three steps to reach the real

mountaintop. So by leaving the track 1–10, the ac-
curate auto-focusing has come true. Secondly, the
beginning position is far from the focal plane with
negative defocus. Figure 11 shows one of the ex-
perimental results under this circumstance. The
beginning position is �27 um far from the focal
plane. So the current FvarðI0Þ is smaller than 61.6,
which means that it may nearly be fallen into the
region with many local maximums, while the step1 is
26 um bigger enough adaptively. By taking only a
step with step1, it also climbs up the halfway of the
mountain at�1 um near the focal plane position and
then takes the next steps similar to those in Fig. 10.
Thirdly, the beginning position is near the focal
plane with positive defocus. Figure 12 shows one of
the experimental results under this circumstance.
The beginning position is 6 um near the focal plane
and is de¯nitely up the halfway of the mountain,
while theFvarðI0Þ is larger than 241 and the step1 is
7 um smaller enough accordingly. But by taking a
step with step1, it will be more and more far away
from the mountaintop at 13 um, which means the
current searching direction is downhill, so the
climbing direction should be changed backward, and
the next rough and real mountaintop searching
starts at the beginning position to ful¯ll the accurate
auto-focusing. Fourthly, the beginning position is far
from the focal plane with positive defocus. Figure 13
shows one of the experimental results under this
circumstance. The beginning position is 16 um far
from the focal plane, the step1 is as big as 13 um be-
cause FvarðI0Þ is as small as 123.08. By taking a step
with step1, the current position has been fallen in
the region with some local maximums and may be
nearly out of the focusing range, by taking an addi-
tional step with double step1 along the climbing
direction, the current position has been up the half-
way of the mountain to skip the local maximums.
Then after the rough and real mountaintop search-
ing, it can also guarantee e±cient auto-focusing.

The above experimental results for auto-focusing
have shown its feasibility of the proposed \three
steps" MCS algorithm.

In order to analyze the real-time performance of
the proposed algorithm, time consumption data are
compared and recorded between the original MCS
algorithm and the proposed MCS algorithm for dif-
ferent leukocyte images auto-focusing. Table 2 shows
the time consumption for 10 di®erent Bas images
auto-focusing. The time consumption is shorter
within 1690–2100ms by the proposed algorithm but
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Fig. 12. The auto-focusing process at the beginning position
of positive near the focal plane.
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Fig. 13. The auto-focusing process at the beginning position of
positive defocus far from the focal plane.
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longer within 3524–4052ms by the original MCS al-
gorithm. Statistically, the time consumption by the
proposed algorithm is 1678ms shorter than that by
the original MCS algorithm for their average time
(�T ). Table 3 shows the time consumption for 10
di®erent Eos images auto-focusing. Though the time
consumption for Eos is a little bit shorter than that
for Bas as a whole, the �T by the proposed algorithm is
still 1757ms shorter than that by the original MCS
algorithm. So the proposed algorithm can meet the
real-time requirement in the blood smear detection.

In order to verify its validity, the proposed
algorithm is applied in the blood smear detection
including leukocyte images auto-scanning, auto-
capturing and auto-extracting. Because the distri-
bution of leukocyte is sparse in a blood smear, few of
leukocyte images can be captured in one view ¯eld
of the CCD camera. Only auto-scanning can obtain
the su±cient numbers of di®erent leukocyte images
at di®erent regions for e®ective disease diagnosis.
But di®erent defocus values may exist in di®erent

scanned regions caused by mechanical errors and
motion errors of the object stage, so auto-focusing
with the proposed method should be done before
image capturing if needed to guarantee the clear-
ness of each captured image in the auto-capturing
processing. Because each ROI leukocyte image
occupies a small area in each captured full view ¯eld
image, by auto-extracting processing, each ROI
leukocyte image can be ¯gured out and recombined.
Thousands of blood smear samples have been
detected in this way and the su±cient numbers of
clear leukocyte images can be guaranteed for each
blood smear sample. Figure 14 shows one of the
blood smear detection results. A total of 100 ROI
leukocyte images have been extracted and recom-
bined and ROI leukocyte image is realistically clear.
The total consumption time is less than 2min,
which means that the proposed improved MCS al-
gorithm is applicable to guarantee su±cient realis-
tically clear leukocyte images and improve blood
smear detection e±ciency.

5. Conclusion

An improved \three steps" MCS algorithm is pro-
posed in which a self-adaptive step length is success-
fully used to improve the climbing search e±ciency
and avoid falling into local maximums; by rough and
real mountaintop searching, it can reach the moun-
taintop precisely and as fast as possible. The experi-
mental results show its feasibility and the real-time
performance. The proposed algorithm has been
applied to the leukocyte blood smear detection suc-
cessfully to get enough clear leukocyte images for
the doctor to diagnose the disease e®ectively.

Neu 

Lym 

Mon 

Eos

Bas 

Fig. 14. Extracted ROI leukocyte images scanned in a blood
smear.

Table 2. Time consumption of auto-focusing for Bas (ms).

Test serial 1 2 3 4 5 6 7 8 9 10 �T

MCS algorithm 3893 4052 3540 3722 3524 3919 3583 3364 3751 3371 3672
Proposed algorithm 1944 1921 1930 2109 2016 2338 1947 1935 2104 1693 1994

Table 3. Time consumption of auto-focusing for Eos (ms).

Test serial 1 2 3 4 5 6 7 8 9 10 �T

MCS algorithm 3656 2693 2980 3899 3005 2779 3810 2821 2645 3810 3210
Proposed algorithm 1861 1495 1469 1682 1286 1262 1472 1293 1263 1442 1453
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